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Abstract

Databanks with items calibrated under an item response model

can be used for the construction of tests. Mathematical

programming models like the Maximin Model are formulated for

computerized item selection from a bank. In this paper ;é
s,’:;g;

mathematical programming models based on the Maximin Model

%
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are proposed for the construction of weakly parallel tests,

}"r
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Numerical experiments have shown that tests constructed with
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,
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the proposed models are near-optimal with respect to the

s
i

i

maximin criterion and are approximately weakly parallel.
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The Construction of Weakly Parallel Tests

by Mathematical Programming

A new development in item response theory is the construction
of tests by mathematical programming models (e.ZX., Adema &
van der Linden, 1939; Baker, Cohen & Barmish, 1988; Boekkooi-
Timminga, 1989; Theunissen, 1985; van der Linden & Boekkooi-
Timminga, 1989). These models are used to select itemg¢ from a
bank calibrated under an item response mcdel, such that tke
constructed test is in some sense (approximately) optimal.
The models also take into account that all the demands of the
test constructor with repect to, for instance, test
composition and administration time are satisfied. Boekkooi-
Timminga (1987, 1990) has proposed a number of mathematical
programming models for the concstruction of ugakly parallel
tests. Samejima (1977) defines two weakly parallel test forms
as "a pair cf tests which measure the same ability and whose
test information functions are identical”.

Two main approaches can be distinguished in the
construction of weakly parallel tests by mathematical
programming: (1) Sequential and (2) Simultaneous test
construction (Boekkooi-Timminga, 1990). In the sequential
case the tests are constructed one after the other. Each time
the best items are selected, which implies that the
psychametric quality of the tests is likely to decrease in
the order of construction. For the Rasch model the decrement

in quality can be small, but for the 3-parameter model the
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}*: Weakly Parallel Tests e
S:s decrement in general is large. So the disadvantage of this
2 approach is that the constructed tests are not always fully w
? parallel. In tae simultaneous case all the tests are
2 constructed at the same time. Simultaneous constructed tests "“:.:
1 are approximately weakly parallel (exact weakly parallel ﬁ‘\
tests do not exist in practice because test information "}
functions are never equal). The drawback of the simultaneous i’;
3 approach are the large amount of computer time and storage é
; required. é
\ I, this paper mathematical models are proposed that ;
) ' allow weakly parallel tests to be constructed sequentially. :f
: The advantage of the new approach Js that the constructed ~§
‘ tests are .approximately weakly parallel and that it is not as ;
time and sturage consuming as simultaneous test construction. E;
In most of the test construction models available the é
test information function plays an important role. The test ,%
information function for an unbiased estimator of ability is | §
\ defined as the reciprocal of the (asymptotic) sampling ‘ i
: variance of the estimator (Lord, 1980) which makes it a ’"}
measure of the quality of a test. Also the feature that the §
test information function can ke computed by addition of the “1
4
item information function is very useful: '
Iv) =X 15(8), ) ' ‘
i=1
where 0 is the abilit, parameter, n the number of items in
the tesc, and I; (8) the information functicn of item i.
A

Wes,
Byt e o
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v The mathematical programming models as formulated in :ﬁ

this paper are based on the Maximin Model (van der Linden & %%

Boekkooi-Timminga, 1989), which is applicable for the

i
e

Nl

5

5

.

r

% construction of one test at a time. A brief revicw of the ﬁﬁ
| S
2 A.r_‘::
1 Maximin Model is given here. Associated with each item is a ,g
! decision variable xj such that K
: "
L 0 item i not in the test fg
£ o
1 1o
- —-— &)
: xi = i=1,...,1, o

1 item 1 in the test

el STy e

where I 1is the number of items in the item bank. The Y

oo T D

information function of the test to be constructed is only

considered at a number of ability levels 6y, k = 1,..., K.

o ok, % e

The test constructoyr can choose both the number and spacing

of these levels. Let Ij(8)) denote the information functicn

value of item i at ability level 0).. The test constructor has
tc specify the relative shape of the target test information

function by choosing constants rg, k = 1,..., K. Let y be

[ S O R N L N

decision variable such that (rjy,..., rgy) is a series of

{

lower bounds to the test information function at the ability

2 aNe

levels 8). If n is the prescribed number of items in the test

then the Maximin Model is formulated as follows:

(1) Maximize y,

subject to

Dl < o ' |
Do s 3001 2 R Fiogi o AN g b st SRtk p o € Br b

w54 Bwele s 4%

5
Xy e dw
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¥y

i 1

& (2) z Ii(ek)xi - ryy 2 0, k=1,..., K,

{:M i=1

bl

1.

S

B

£ )] z Xj = P, 2:3;
; i=1
Y 3
;
v P
1 :g
B RE
¥ I "3
? (4) _E ajy*j = by, j=1,..., J, 3§
(5) xy € {0,1}, 1=1,..., 1, P
; P
; (6) y 2 0. !

.

Fhin, vhipe o

Z
b

Constraints (4) are a general provision for practical

constraints such as constraints on the administration time,

test composition etc. By maximizing ¥ in the objective

YL s e d b o £

#

function (1) the lower bounds (r;y:..., rgy) are forced to be

N

as high as possible (max-part). By imposing the constraints

(2) (ry¥se.es Tgy) is a series of lower bounds to the test

information function (min-part). The number of items in the
test is controlled by constraim. (3).

The Maximin Model is known in the operations research
literature (e.g. Wwagner, 1975; Hartley, 1985) as a mixed
integer lin«ar programming (MILP) model, because the ‘
objective function and constraints are linear in the decision .
: variables and there are continuous (y) as well as integer

(x4) varizbles in the model. A well-known method for solving

H
g MILP models is the branch-and-bound method (Land & Doig,

i
: 3
¥ »
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s : 10 ;
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Septse

1960). In its standard form this method is time-consuming.
Adema, Boekkooi-Timminga, anc van der Linden (in press) have
proposed a heurist.ic based on the branch-and-bound method for

soiving test construction models, that solves the Maximum

e R e e F A

Model for large item banks in favorable time. The heuristic

B

will be used in forthcoming numerical e¥periments.

IR R

R

In the next section a mathemat ical progr .mminc, model for

ST

simultaneous test construction is formulated. The model is

e eyt s

not recommended for practical application, but will be used

RN

to evaluate the qiality of forthcoming models in the
discussion section. Then, .athematical programming models are
presented to construct tests sequentially. Neat, these models
are used in numerical expe:iments to get an impression about
the practicability (CPU-time and accuracy) of the approach
presented in this paper. The results of the experiments are

evaluated in the discussion section.

A Simultaneous Test Construction Model

In this section a mixed integer linear programming model is
. presented for constructing tests simulitaneously.
Suppose T tests have to be constructed and define the

decision variables xj+ as:

0 item i not in test t

e ey ’

Xjit <
1, .., T

< ] 1 item i in test t.
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The Maximin Model can easily be extended to the case of
simultaneous test constructioen by taking (rjy,..., rgy) as a
series of lower bounds for the test information function ox

all T tests:

(N Maximize y,
subject to
I
(&) z I (ek)xit - rgy 2 c, k=1,..., K;
i=1 t = 1.!”’! T’
I
(9) ZXit=n, tzllo.., T’
i=1
:
(10) ai xlt = Db ' t = 1,..., H )_
y=p 13 ] j=1,..., 0,
T
(11) Z xj¢ S 1, i=1,..., I, 23
t=1 “d
T
(12) xit € (0,1}' i = 1;..., I; ;;
t=1l,..., T, '§
(13) ye2 0. >§
Constraints (8) imply that (rsy,..., rgy) is a series of 5
lower bounds for ali T test information functions. The number E

12
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of items in the tests are equal to n by constraints (9).
Constraints (10) are a general notation for possible
practical constraints. To preclude that items are selected
for more than one test constraints (11) are imposed.

The main disadvantage of model (7)-(13) is that the
number of variables and constraints increases rapidly if the
number of tests increases. Thus solving model (7)-1{13) can be
time consuming and cost a lot of computer storage. In the
next section MILP models with results comparable to model
(7)~(13) are formulated. The new MILP models are, however,
less time and computer storage consuming than model (7)-(13).
The vesults of model (7)-(13) will not always yield
(approximately) weakly parallel tests, because the test
information functions are only bounded from below. However,
model (7)-(13) can be generalized such that bounds from above
are included (Boekkooi-Timminga, 1990). As model (7)-(13) is
a generalized version of all other simultaneous models
including bounds from above, its objective function will be
highest. This objective function value will be used for
evaluating the quality of the forthcoming models in tle

discussion section.

New Models for the Construction of Weakly Parallel Tests

In this section MILP models for constructing weakly parallel
tests sequentially are presented. These models contain extra
constraints that, at previous stages, allow for tests to be

constructLed at later stages.

>

regna
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Ly A
A

2

Next, the MILP model for constructing the first test is

formulated. The basic idea is as follows: Suppose T tests
have to be constructed. The model for the first test is used
for constructing two tests, namely, the first test and a

dummy test that is T-1 times the size of this first test. In

I RN

the latter test the decision variables are allowed to take

non-integer values. The large test actually represents the

T-1 tests that have to be conctructed after the first test.

I3

The decis.on variables corresponding to the first test are

ISP saCrie

0 item i not in the first test

¥, A} o, -
BEe e 4, SIS i

: 1 item i in the first test

Fonheo

\.
Srh

i

2

and for the other test the decision variables z; are

N

introduced, where zj is the fraction of item i in the large

B g
-
)
JE
3
>
=
2
23
]

RN

3 test. The model is as follows:

H (14) Maximize vy,

subject to

e . N » o e LB RN ’,
R, et A ST IEaER tan wnodl b d k€ ¢ it B AR B

{ I

- (15) L I;0)x%y - rxy 2 0, k=1,..., K,

! i=1

I

; (16) L x: =n,

i i=1 °
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I
(17) z aj §%j = bj’ I3 =1, J,
i=1
I
(18) z Ii(ek)zi - (T-1)ryy 2 0, k=1,..., K,
i=1
I
(19) Zz3 = (T-1)n,
i=1
I
(20) z aj§2i = (T-l)bj, =1, J,
i=1 .
(21) Xj +2z3 51, i=1,..., 1,
(22) x; € {0,1}, i=7,..., 1,
(23) zi 2 0! i = 1,..., I,
(24) y2 0.

The decision variables x; in model (14)-(24) denote which
items are selected for the first test. The objective function
(14) and constrai-.cs (15)-(17), (22) and (24) give the basic
Maximin Model. By inclusion of constraints (18)-(21), and
(23) the best items are prevented from being selected only in
the first test., Constraints (21) imply zjy € 1 and prevent

items from being se’ected for the first and tre dummy test.
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For the construction of the second test model, (14)~(24)

is applied again with T-2 instead of T-1 and with the items
selected for the first test deleted from the bauk. The
decision variables now denote which items will be selectea
for the second test.

In 2n analogous wav the cemaining tests are constructed.

If in constraints (18)-(20) T-1 is revlaced by T-t, the

complete test construction procedure is as given by Algorithm

A:

» Algorithm A

Step 1: t := 1;

e

S AR
W aiod O e N Tl Gy B

v
iRt A,

.tep 2: Solve model (14)-(24); The selected items from the

P’

At

item bank represent test t.

WY Y
P

LA

Step 3: If t = T then STOF else delete the selected items

K

A,
e RT3

from the item bank, t := t+1 and go to Step 2.

3 ochay b
il

Y
P Sl e

The tests constructed according to the above approach are not

i

e

necessarily weakly parallel tests, because the test
information functions are not bounded from above. The problem
occurs when for one or more 6y’s the chosen ry’s are such low

’ that the corresponding constraints in (15) and (18) in the

relaxed model (14)-(24) are rot active, i.n., that for the

: opt imal solution to model (14)-(24) with 0 S xy S 1 instead

o e s
L S ATl Cedetnr e

of x; € {0,1} the test information function value is above

o

ryy for some O’'s. To resoive this problem Algorithm B is

$

i3
. i
proposed. In this algorithm the values of ry that are too low Q@

-.”
Srameiatin.

T
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are increased such that the constraints in (15) and (18) are

rore restrictive:

Algorithm B
Step 1: t := 1;
Step 2: Solve the relaxed model (14) - (24);

Step 3: Adjust rkx, k = 1,..., K:

[
U o R ]

I
rp = (I T30k +
2 .

I3(0x)z4 ) (Ty) 1,
i= 1

AR P X e b Wy

where x; (3 = 1,..., v, zg 4 = 1,..., I): and y are
computed in Step 2;

Step 4: Solve model (14)-(24). The selected items from the
item bank represunt test t.

; Step 5: If t = T then STOF else delete the selected items

from the item bank, t := t+l and go to Step 4.

In Step 3 the value of ry is adjusted only at ability levels
8 with II;(By)x; > ryy and/or EIy (8y)zy > (T-1)rgy such that
large differences between test information functions are less
like.y, because of the more restrictive constraints (15) and
'18).

To make the approach even better - but also more time
consuming because the model will be more restricted - it is

¢ possible to put an upper bound on
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Iy (ek) Xy - rgy.

b

ALY

1

B
[ o L]
-

How to impose this upper bound is explained next. Let ey,
k =1,..., K be decision variables that are equal to the test
information function value at ©x minus ryy. Then it is

required that:

v

(25) I;(0)xy - rxy - e = 0, k=1,..., K.

[vS
[ o ]
—

-

Tt d AR e RPN I e el t X8 PR TSR,

if constraints (15) are replaced by constraints (25), the

e 2

test information function can be bounded from above by

A

N imposing upper bounds on the variables ey:

R0

ey
e

5 % ’«)‘2 2

A .

>
A
SarNery

(26) OSekSEk, k=1,..., K,

<
N

-
&

negld
BAAVLY

where Ex 1is a prespecified upper bound that guarantees a

L
e
A,

: required precision.

e

RIRTED

Numerical Experience

ey
SRR

0y
o

a0

It is hard to solve mixed integer linear programming models

EV T P,

e

in general. Therefore, the heuristic as proposed by Adema

>

&
o Mok e
Floghitons

Fycaeny
ey

(1988) will be used in this section. The heuristic is based

|
IR

on the branch-and-bound (BAB) method (Land & Doig, 1960). A

-

T

5
NV,

g

P

f

full explanation of the heuristic is beyond the scope of this

/
g
s o

s

paper. However, two important parameters (H; and Hy) are
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described here. The branch-and-bound method o&s well as the

f

heuristic start with solving the relaxed model (0 S Xxj S 1

instead of xj € {0,1}) by standard linear programming. In the

o S S AR A K

heuristic the model is, then, reduced by fixing variables

b

according to the following rules (H) <1 is prespecified):

(1) Fix x; to 0, if in the relaxed solution x3 = 0 and

R R e TRk Yy

(1 - H))Zp < dj, where zyp is the objective function value

for the optimal solution to the relaxed model and dj the

< I T

reduced cost of variable xj (See e.g. Murtagh, 1981, p.25);

Pyrcra

(2) Fix x; to 1, if in the relaxed solution xj = 1 and

P S gy

(1 - Hy) zpp < -dji. .

Anotner feature of the heuristic is that that the
difference between zyp and the objective function value of
the optimal 0-1 solution is required to be smaller than
(1 - Hp) *100% of zpp, where H; < 1 is also prespecified. The
above modifications speed up the search process after the
relaxed model is solved. A last modification is to stnp as
soon as an 0-1 solution - not necessarily the optimal 0-1
solution - has been found. The objective function value of
the 0-1 solution found will be between Hz*zyp and zyp. So if
Hy is closz to 1 the heuristic will give a nearly optimal 0-1
solution.

MPSX/370 V2 is an IBM licensed program for handling
linear and mixed integer linear programming problems (IBM
MPSX/370 V2 Program Reference Manual, 1988). It provides the
user with algoritmic tools which enable him/her to build
his/her own heuristics and algorithms by writing a control

program in ECL, a computer programming language based on
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PL\1. The heuristic together with Algorithms A and B were

PR

implemented in ECL programs. The CPU-times in the forthcoming
tables are the execution times of the ECL programs on an
IBM9370 computer.

A short description of the item bank used in the
experiments is given below. Ackerman (1989) gives a more
detailed description of the item bank. It consisted of 600
items; 520 items were from 13 previously administered ACT
Assessment Program (AAP) *te,ts and B8C were from tne
Collegiate Mathematics Placement Program (CMMP). The items
were calibrated under the 3-parameter logistic model
(Birnbaum, 1968). Thus, the probability of an examinee with

ability level 0 to answer an item i correctly was given by:
P4(8) = ci + (1-c,) (1 + exp(-Daj(8-bj))~1,

where D is a constant equal to 1.7 and aj, by, and cj are the

discrimination, difficulty, ard guessing parameter of item i.

The intormation function is eipressed by:

Dzai2 (1-c4)

I;(0)= )
(cj+exp(Daj (8-bj))) (l+exp(-Daj (8-by)))~-.

The bank was partitioned in six content areas:

Lo Lo .
A b B IE A s by U an T B

(1) Arithmetic and Algebraic Operations (ARO):;

(2) Arithmetic and Algebraic Reasoning (AAR);

S
iadod

e

(3) Geometry (G);

b

(4) Intermeciate Algebra (IA);

LR

- ' - . B AR
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(5) Number and Numeration Concepts (NNS);

(6) Advanced Topics (AT).

? From the bank items were selected to create weakly parallel

g tests with 40 items (4 AAO items, 14 AAR items, 8 G items, 8

,: IA items, 4 NNS items, and 2 AT items). The six ability

g levels and relative information function values in the test

gi construction models (By,rx) were: (~1.€,2.0), (-.8,5.4),

4 (.0,12.1), (.8,21.3), (1.6,10.8), and (2.4,3.1).

é Tests were constructed using model (14)-(24) (Algorithm

?' A) according to the above test specifications. In Table 1 the

g. differences between the information function values of the

5 tests giving the most and least information at ek,

; k =1,..., 6 are given for T ranging from 2 to 6. The ypin

§ value in the table is the lowest objective function value

E found for the T constructed tests, i.e., ryypin is a lower

% bound for the test information function a* Oy for all T

? tests.

: Insert Table 1 here

. For the sakz of illustration, the test information .nctions §
: for T = 6 are shown in Figure 1. é
g Insert Figure 1 here E;
]
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The large difference found for @5 = 1.6 in Table 1 is caused
by the steepness of the information functions at the ability
level, as can be seen in Figure 1.

Table 2 %s similar to Table 1. However, in this ‘case
,é Al_orithm B was used. The adjusted ry values (rx’) are given

3 in Table 3.

Insert Table 2 and 3 here

g

Sy A
T

feid

T R T 2
e

Figure 2 depicts the test information functions for T = 6.

5

[
oy
s
X

e
W

AT
2y

"y

Insert Figure 2 herxe

o

RO R D T I T T T o

The test giving most information at 6g = 2.4 contained an
item with item Information function value 1.810 at this
abi’ity 1level. This item is responsible for the large
differences at fg for T = 5 and 6.

In Table 4 the results are displayed for the case of the
rx values adjusted and upper bounds (See constraints (25) and
(26)) imposed. The upper bounds Ex, k = 1, .., X, were

computed after Step 2 of Algorithm B was executed as:

Ex = 0.0252ypry.
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in specifying the upper bounds r4 was used, because at 04
most information was wanted. Other ways of specifying the

upper bounds are a2iso feasible and may give good results,

Insert Table 4 here

Figure 3 depicts the test information functions for T = 6.

D]

Insert Figure 3 here

Table 4 shows that imposing upper bounds is very effective in

making the tests more weakly parallel.

Discussion

In this section three points are discussed: a) How good are
the constructed tests with respect to the Maximin criterion?;
b) How weakly parallel are the tests?; c) How much CPU-time
is needed to solve the models?

Let y’ be the objective function value for the optimal
solution of the relaxed model (7)-(13) and yg.; be this value
for the optimal 0-1 solution to model (7)-(13). Then y’ is an

upper bound for ygp-i; and yp-; 1s an uppsr bound for ¥mins
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because if the T solutions found by Algorithm A or B are
combined they give a 0-1 solution to model (7)-(13), but not
necessarily the best one. Hence, ypipr, the worst of these

subsolutions, is certainly smaller than yg-i:

Y’ 2 ¥Y0-1 2 ¥Ymin-

Oon %the other hand the objective function value y", for the
optimal solution to the relaxed model (14)-(24) for t = 1, is
an upper bound for y’, because every solution to model

(7)-(13) is a solution *o model (14)-(24). Implyiny:

y" 2y 2 y¥p-12 Ymin-

The values of y" were computed during the test » struction
process. They are showr in Table 5 together witbh the

differences between y" and ypi, in percentages of the first.

Insert Table 5 here

The differences are rather :mall given the fact that y" is an
upper bound and ypin 1S the minimum taken over the T
constructed tests.

Ackerman (1989) has constructed 6 parallel tezis by a
simple heuristic with the item bank used here. He does not

apply the Maximin criterion but has a fixed target test
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information function, therefore comparisons are not possible.
However, a comparison with repect to the second question in

this section car be made.

Insert Figure 4

Figure 4 is a reproduction cf the figure of the 6 information
functions in the paper of Ackerman. The results in Figure 1
are not as good as the results by Ackerman. Figure 2 and 3,
however, are an improvement on the Ackerman results.
Especiaily when upper bounds (constraints (25) and (26)) are
imposed, the tests in this paper are practically strictly
weakly parallel.

The automated test construction procedure presented here
is time consuming, but the construction of weakly parallel
tests by hand would be more time consuming, if not

impwssib.e. Also, in practice some of the CBEU-time needed for

constructing the tests can be regaired, because tests can be
printed and inspected while other tests are still being
constructed. Another point to be made is that the paper é
concentrates on the fcrmulation of the models, where the :
heuristic applied was not especially developed for these
kinds of models. Hence, probably CPU-time can be Jjained by H
the development of more specific heuristics especially

designed to solve the proposed models.
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Table 1

PES TR
AL
7

Differences between test information functions for weakly
llel : ted witl jel (141-(24)

D e

Maximum Difference

CrU

T Ymin 0, P 03 04 05 0 time

SONVRLS N 8 d efar VORS00 100

(min)

2 1.476 0.031 0.983 0.877 0.382 0.083 0.523 2.64

AT
e AV e

3 1.384 0.028 0.594 0.914 1.206 0.269 0.311 6.66

2o
2

"
15

3,

1.3:1 0.059 0..,87 0.680 0.432 1.587 0.576 10.68

-3

ARy,

it

1.226 0.138 0.767 0.900 0.819 2.563 0.884 14.34

5348

o v

1.161 0.133 1.179 1.443 0.733 3.423 1.269 17.82

Note. Hy = 0.999; Hp = 0.975.
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Table 2

Maximum Difference

AN

>
NS

CPU

e S
SR

2
oy

7,
43S

T Ymin 91 92 93 94 95 95 time

e e
Sy
et

(min)

2 1.481 0.008 0.37¢ 0.240 0.584 0.522 0.306 4.56
3 1.391 0.024 0.440 0.288 0.464 0.172 0.188 8.23
4 1.299 0.152 0.501 0.305 0.673 0.144 0.516 12.19
5 1.207 0.197 0.562 0.849 1.280 1.990 1.079 23.25
6 1.158 0.105 0.503 0.645 0.901 0.670 1.33% 33.79

Note. Hy = 0.999; Hy = 0.975.
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Table 3

hAdjusted ry values

T ry' r,’ ry’ ry' rg' rg

N\
2 2.000 5.818 12.100 21.300 10.800 3.100
3 2.000 5.571 12.100 21.300 10.800 3.100

o
B
Y
%
A
T
v
H
x4
7

4 2.000 5.514 12.100 21.300 11.119 3.100

e

5 2.000 5.652 12.433 21.300 11.584 3.100
2.000 5.943 13.214 21.300 11.884 3.100

s Sy AR va
N

Note. The non-adjusted values are: rj = 2, ry = 5.4, r3 =
12.1, rg = 21.3, rg = 10.8, ard rg = 3.1.
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Table 4

Maximum Difference

CPU
T Ymin 0, 0, 05 0, 05 0g time
(min)

1.486 0.051 0.784 0.063 0.158 0.139 0.645 5.80
1.401 0.024 0.394 0.196 0.323 0.208 0.111 7.54
1.292 0.130 0.430 0.518 0.743 0.749 0.542 18.22
1.229 0.044 0.207 0.574 0.535 0.496 0.116 26.10

A O s W N

1.155 0.209 0.558 0.208 0.579 0.530 0.194 53.10

Note. Hy = 0.999; Hp = 0.975. The value of Hj had to be
adjusted to 0.975 for T = 5 and 6 during the construction of

the last cest.
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Table 5
Upper bounds for ¥min

Ymin

T y" Tablel Tinble2 Tabled

1.513 2.44% 2.12% 1.78%

N

1.417 2.33% 1.83% 1.13%

w

1.331 1.50% 2.40% 2.93%

o

1.256 2.39% 3.90% 2.15%
6 1.189 2.35% 2.61% 2.86%
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model (14)

Figure 3.
model

T = 6.
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Ackerman.
creating

function"

(14), (16)-(26)
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Figure Captions

Inforn: tion functions of tests coastructed with
-(24) F¢r T = 6.
Information functions of tests constructed with

- (24) where the ry values were modified for T = 6.

Information functions of tests constructed with

where the ry values were modified for

Information functions of tests constructed by
(Note. From "An alternative methodology for
parallel test forms using the IRT information

by T.A. Ackerman, 1983. Paper presented at NCME

annual meeting. San Francisco. Reprintend by permission.)
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